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Welcome to CBSU Web Computing Interface

As a part of our mission we are designing easy-to-use web interfaces for various computational biology tools. This

1 application suite and interface is a product of long development of an user friendly system providing access to high
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performance computing for computamnal biology. The development started in 2001 as a CBSU project and over the years
changed into Compu nal Biology Applications S erformance Co el. This suite is
available for download along with the interface source code and will run/interface wit any |Emsuﬂ ased cluster. You
can find more details on the BioHPC Suite home page. The BioHPC project was supported in 2006-2008 under Microsoft
High-Performance Computing Institutes (CBSU was one of them) and currently is supported by Microsoft Research.

The applications are run on CBSU computer clusters as well as on Microsoft Athena cluster. For more information about
our hardware resources can be found here. Microsoft gave us access to their 64 node cluster in their headquarters running
MS Windows HPC Server 2008, the cluster's name is Athena and it is being accessed via HPG profile / JSDL protocol. It
is an example of how well BioHPC can integrate geographically dispersed computing resources.

The usage of various applications in this BioHPC installation is summarized on BioHPC@CBSU statistics page

Some of the tools are freely available for all. some, due to a very high computational demand. are available to registered
users only. Current user id, together with user-specific functions, is displayed in the bar above.

We spent a lot of time and effort developing this interface, and we hope it is a useful resource. You can help us in this
effort by acknowledging our contribution to your work and research. Please acknowledge us in all publications and
presentation of work that used our resources using the following text. Please send us information about your publications
and presentations to the address below. Better yet - take our su

You can subscribe to receive information updates about upgradesffixes of existing applications and about newly added
applications. This is just an e-mail list. and it is different from registering as “registered users” (i.e. registered users have
to subscribe separately).

Please contact us with any comments or questions at biohp
information about the unit

ac_comell edu . You may visit our home page for more

Messages:
All clusters operating normally

All applications active

03/18/2010 14:57:38

&P Internet | Protected Mode: On

e User accessibility is major problem
iIn HPC and bio-computing

» Using a parallel cluster or remote
resources required knowledge of
the operating system, queuing
system and parallel programming

* BIoHPC suite provides easy
access to standardized
applications on Windows platform

* BioHPC suite provides easy way
manage and integrate distributed
computational resources

e Written in C# / ASP.NET
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What it does:

« Web-based, point-and-click access to a variety of bioinformatics
applications with the underlying structure of computational platform
transparent to the user

* Enhancement of standard applications through parallelization, transparent
to the user

* Integration and simplified access to geographically dispersed hardware
resources

* Web-based administration of users, jobs, applications, and clusters within
the suite

e Standardized access to and maintenance of bioinformatics databases

* Next generation data management and distribution — from sequencing
facility to users.

* Next generation sequencing pipelines and applications — with internal data
management or optional external data upload
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ETP server s File server

Web server

Sequencing facility Database server
data server (SQL)
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ARCHITECHTURE

*\Web server running the interface (ASP.NET C#)
* Microsoft SQL server (ADO.NET)

e Compute clusters running Microsoft Windows
*Ftp server / file server

* Two local compute cluster schedulers are supported (CCS and HPC
Server 2008)

*Remote clusters can be used via JSDL/HPC Profile




EF=—=\ Cornell Uni rsity

e Computational Biology Applications Suite
o0 fOr High Performance Computing (BioHPC)

37 applications available
« Data mining / sequence analysis (BLAST, HMMER, InterProScan,
GIMSAN, SLIM)
* Protein structure prediction and modeling (LOOPP, Modeller)

* Population genetics (BEAST, BEST, Clumpp, IM, IMa, IMa2, InStruct,
LAMARC, MDIV, Migrate, MKPRF, MSVAR, OmegaMap, Parentage,
SFS CODE, Structurama, Structure, TESS)

* Phylogenetics (MrBayes, ClustalW, Stretcher, T-COFFEE)
» Association analysis / statistics (PLINK, R)

« MSR Biomedical (CreateEpitome, Epipred, FalseDiscoveryRate,
HlaAssignment, HlaCompletion, PhyloD )

The system is flexible and can be easily customized to include other software.
The interface to each application is standardized, users can choose the cluster,
number of nodes or allow the interface to determine it based on the best load
balance and node availability
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The most popular applications
Job submission from 6/13/2003 to 3/18/2010

LOOPP protein structure prediction
MDIV population genetics

P-BLAST sequence analysis / data mining
MrBayes population genetics
IM/IMa/IMa2 population genetics
STRUCTURE population genetics

All applications (average per year, last year)

LOOPP parallel, uses 5-20 cores for 3-10 hours

MDIV serial, uses 1 core from few hours to two weeks
(average: 2-5 days)

P-BLAST parallel, restricted resource, uses 10 — 100 cores for a
few days to a week (average: few days)

MrBayes parallel, uses 8-20 cores for a few hours to two weeks
(average: a week)
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Computational Biology Applications Suite
for High Performance Computing (BioHPC)

Dynamics of BioHPC Utilization

m Other

B Population genetics

H Protein structure

Sequence alignment

Sequence analysis

guest registered guest registered

2005 2006

guest reg|stered guest reg|stered guest reglstered

2007 2008 2009
Year/User
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The jobs were submitted by 11,471 unigue users from 83 countries
The majority (57% by CPU time used) coming from the USA
52% of the USA utilized CPU time coming from New York
Among them there are
257 unique Cornell users,
2,580 users from .edu domains
426 unique .edu institutions

4 813 users from .com domains
4,191 users with Yahoo, Gmalil and Hotmalil e-mail addresses
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User: jp86@cormnell edu | Apps Home | Logout | Change password | My jobs | M
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Sequence analysis

Genome SeqAlign
P-BLAST
P-HMMER
P-IPRSCAN
RepeatFinder
RetrieveSeq

Sequence
alignment

Population
genetics

Protein structure
Other ‘

Links

MISCELLANEQUS
Apps Home
Clusters Status
Applications
Statistics

CBSU Home
CBSU ftp server
CBSU SeqDB
CTC Windows
Bioinformatics
Applications
Contact Us
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CBSU Web Computing Resources

Microsoft High-Performance Computing Institute

compute nodes status)

jobs | Administration |

R-BLAST @ CBSU

You will receive an e-mail once the blast search is finished. The blast calcurlzto
compute nodes cluster at the Cornell Theory Center.

e carried out at the CBSU

NOTE: Do not use "Back” button in your browser to reaccess this page after submitting. Use menu on the left instead.

Job name: pblast_job (please, no spaces, special characters etc., uderscore is OK)

Query file (Required) @ upload

copy © paste

Upload your FASTA file. This is an http upload, and it may be too slow for large files (10MB or more). Server will not
accept http upload for files larger than 40MB. For large files please consider using "copy” option

[ Browse. || Set Job Name to Input File name |

Choose database for BLAST: [from list v | upload

Chaose database from a list below far the following category Commg
Available

Chosen

chimpanzee_VWIBR
chimpanzee_WUGSC
est_others

nt

pdbnt
RefSeq_mammalian.ma
rice_cds TIGR release 3
rice_con TIGR release 3
rice_seq TIGR release 3

BLAST program: blastn Cluster. Auto

{ Show timeout info )

Options:

Output File Format
Tab Delimited (-m 8) -

Low Complexity Filter. Yes

~itaff Eavalua- 1e-1 Mavimum Taraate- 10

e Each application interface is
standardized as much as practical

» Some applications can be used only
by registered users

» Users can upload their data files via
http, place them on our ftp server, or
use their local network drive

* In addition to application-specific
options, users can choose number of
nodes, scheduler, and cluster
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Population
genetics

Choose database for BLAST: [¥/from list "l copy " | upload

Protein structure

‘ Other ‘ Choose database from a list below for the following category Common -
Available Chosen

‘ Links ‘ chimpanzee_WIBR
- chimpanzee_WUGSC

est_others

nt —_—
MISCELLANEOUS pdbnt ‘ ==3 |
Apps Home RefSeq_mammalian.ma
Clusters Status rice_cds TIGR release 3 ‘:|
Applications nce_con TIGR release 3 =
Statistics rice_seq TIGR release 3
CBSU Home
CBSU ftp server F t I I | | I d
CBSU SeqDB * FOr trivially paralielized programs

CTC Windows
Bioinformatics

Gl Ao~ extensive control over task
performance is provided, preventing
waste of computational resources in a

Output File Format

Tob Dt (m + Lo Comloty case of errors in input

Cutoff E-value: 1e-1

PR BLAST program: blastn - Run- Batch
Applications mun:
Contact Us ( Show timeout info )

Winimum Query Length: 15

lterative run?
Block size 50

Initial timeout for one sequence (sec) 3600
keep timeout always equal initial timeout

e * Some application-specific options are
N 2o ST ST sn available on the interface, some rarely
used ones can be entered as string

BLAST! | Reset |

Messages:
All clusters operating normally

All applications active
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CBSU Web Computing Resources

Microsoft High-Performance Computing Institute

compute nodes status)

User: jp86@cormell edu | Apps Home | Logout | Change password | My jobs | Manage jobs | Administration |

APPLICATIONS

(click on = category below
o acoess programs)

| showall | | Hidean | 5

Sequence analysis

GenomeSeqAlign

P-BLAST

P-HMMER

P-IPRSCAN

RepeatFinder

Retrieve Seq

Sequence
alignment

Population
genetlcs

Other

P-BLAST @ CBSU

. please wait

e "pblast_job" done
file done
script file 1 done
script file 2 done
. done
submitting job to cluster ...

* cluster job id => 71578
- dD e
finalizing db entries ... done

‘ Protein structure
‘ Links

MISCELLANEOUS
Apps Home
Clusters Status
Applications
Statistics

CBSU Home
CBSU ftp server
CBSU SeqDB
CTC Windows
Bioinformatics
Applications
Contact Us

Your P-BLAST job pblast_Jjob (26123) has been SUBMITTED

You will receive another email once your job is finished.

You can view the current results |

Your final result file will be available for download via http here or via ftp here

Your final result file will be available in compressed form (gz) for download via http here or via ftp here

You may follow program's progress by viewlng here
Timeout information and the current job status can be found here

If you want to CANCEL the job, please click here

Messages:
All clusters operating normally

All applications active

mm »

A job is now submitted

An email has been
dispatched with links
to output files and job

control functions.
These links are also
available on this page
along with submit log.
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B Your P-BLAST job pblast_job (15409) STARTED - Message (HTML)
! File Edit Mew Insert Format  Tools  Actions  Help

&aPeply | -4 Reply to All | 2 Forward | 4 | o S | e AT -t!.lﬁ

Fram: chsu@te,cornell.edu Sent:  Wed 11/1/2006 4:35 PM
To! Pillardy, Jaroslawm
o

Subject:  Your P-BLAST job pblast_job {15409) STARTED

Your P-BLAST job pblast job (15409) STARTED

You will receive another email once wour job is finished.

¥Tou can view the current results here

Your final result file will be available for download wia http here or wia ftp here

¥Your final result file will be available in compressed form (gz) for download via http here or wvia ftp here
You may follow prograwm's progress by viewing log file here

If wou want to CANCEL the job, please click here

Jobs interact with user via e-mails. Links in the e-mail allow for viewing

current results, computations progress (log) as well as cancelling the job if
necessary.
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B Your P-BLAST job pblast_job (15412) FINISHED - Message (HTML)
! File Edit Mew Insert Format  Tools  Actions  Help

aaPeply | -4 Reply to All | b2, Forward | = A | o | S| o | e~ G o AP @lﬁ

Fram: chsu@te.cornell.edu Sent:  Wed 11/1/2006 4:42 PM
To! Pillardy, Jaroslawm

o
Subject:  Your P-BLAST job pblast_job {15412) FINISHED

Your P-BLAST job pblast job (15412) FINISHED

Tou can view the current results here

Your final result file will be available for download wia http here or wia ftp here

¥Your final result file will be available in compressed form (gz) for download via http here or wvia ftp here

You may follow programw's progress by viewing log file here

When job finishes, another e-mail is sent.
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B Your P-BLAST job pblast_job (15413) FINISHED PREMATURELY - Message [HTML)
! File Edit Mew Insert Format  Tools  Actions  Help

aaPeply | -4 Reply to All | b2, Forward | = A | o | S| o | e~ G o AP @lﬁ

Fram: chsu@te.cornell.edu Sent:  Wed 11/1/2006 4:55 PM
To! Pillardy, Jaroslawm

o
Subject:  Your P-BLAST job pblast_job (15413) FINISHED PREMATURELY

Your P-BLAST job pblast job (15413) FINISHED PREMATURELY

The joks in our clusters are time-limited and most likely it takes longer than the limit Lo run your job.
Unfortunately it iz not possible to restart the joh. Flease contact chsuftc.cornell.edu for help

The jobs in our clusters are time-limited and most likely it takes longer than the limit to run your job.

Tou canh now choose to do the following: RESTART (frow the step it was stopped] You cah wiew the current results

Your final result file will bhe available for download wia http here or wia frtp here

You may follow programw's progress by viewing log file here

Sometimes a job finishes prematurely. Usually it happens for a very long
jobs run on relatively small number of nodes. Many applications can be
restarted and continued from the stopping point via a link.
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bsuapps.tc.comell.edu/genadmin.azpx

&7 Windows Live  Bing E o~ What's New  Profile  Mail Photos Calendar MSN  Share /] Signin

Favorites & General Administration

CB# Computational Biology Service Unit
=Sl Web Computing Resources

* =i {compute nodes status)
User: jpB6@comell.edu | Apps Home | FAQ | Logout | Change password | My jobs | Manage jobs | Administration |

Please help us keep this site free - take a survey

APPLICATIONS ADMINISTRATIVE LINKS

[click on & category below
to access programs)

Manage jobs

| Showall | | Hllje_ari
e e} Manage users

Sequence analysis Manage applications

Manage clusters
Fix job

Sequence
alignment

genetics

Remove old jobs data

Protein structure Remove old JSDL jobs data

I
l
I
|
- |
Population | E-mail check
|
|
|

Manage BLAST databases

MSR Biomedical
_— Post message
Other Bulk mail

Links Site Setup

Links to administration pages.




wsee’” . Computational Biology Applications Suite

Core Laboratories Center

o0 fOr High Performance Computing (BioHPC)

& Job Monitoring - Windows Internet Explorer
€IS [&) hitp el e B4 x|le

Favorites | @ Joh Monitoring HB-8 - Page~ Safety~ Tools ~

Computational Biology Service Unit

— Web Computing Resources
J {compute nodes status)
User: jp86@comeil.edu | Apps Home | FAQ | Logout | Change password | My jobs | Manage jobs | Adi

Please help us keep this site free - take a survey

RRFEACATIONS Job admin

DEEEE ) cache last updated between 10/28/2009 4:01:00 PM and 10/28/2009 4-14:40 PM cache hits 99.3% over last 1000 calls
On this page: total 198 jobs, 9 queued, 133 running, 41 finished, 9 failed, 6 other
| Display | | Clear Cache & Display | [ Display & update | upto 600 jobs { 300  per page). Last refreshed: 10/28/2009 4:19:58 PM  [¥] Autorefresh in 14min Unlock Admin

Sequence analysis | [o [, Appname Submitted User Cluster ;é":jf" ;,:D';f;“ Timeout |Started lJob name Active?

| showan | [ Hideall |

after

Sequence
12/31/2004
| alignment |

Popula on 122142010

Bayes N 1 y pil o G e e sdonmeli_its1 FINISHED C

i - 10/28/2009 4:00: N S bicsim 10/28/2009 4:02:10 | 11/4/2008 4.02: T -
102825 | MrBayes iy b t i " _trim_mb,_ RUNNING

MSR Biomedical

10/28/2009 2:48: . |Athens - 10/28/2008 2:51: : T earanaa - -
InStruct fie {Aut) 6 ent N stres_MATRIX_INSTRUCT. ot RUNNING

Other

10/28/2009 2 o 2
102823 A — [ 6 QUEUED
Fi chsuma) +_ Run_

Links

Protein structure ‘ e 10/28/2009 4:05:57 Athena 10/28/2008 4:09:57 | 10/26/2009 4:16:52

10/28/2009 2:4%: cosum248 10/28/2009 2:4%: 10/28/2009 2:50:04

Fit . {cbsum2k8) ! Fil Fit clustalv_jot FIHISET

MISCELLANEQUS
Subscribe —— 10/28/2009 2:44:38 ) 128/ ) 11/7/2008 2:47:10
Apps Home - P )
Clusters Status
Applications
Statistics
BioHPC Home 102819 usTALW Mo s . S S Y L
CBSU Home

CBSU ftp server 102818 | IM F',.::'ZB 0SS n s ’ : R  H_numfixed_4 bt RUNNING
CBSU SeqDB

CTC Windows 10/28/2009 Z:

Bioinformatics i L Fit rist n ‘ ( 2 u i M_3_H_ ed_: FINISHED CORRECTLY

adelpha_efla RUNNING

10/28/2009

Fi =delphs_coi RUNNING

WMrBayes

DISTRUCT 2816 | MrBayes ;Il::'zaza:uaz- e il 523 By ! : .' = : elphs_t RUNNING
T-REX (T-RFLP

roncacd) 2 STRUCTURE 10/28/2009 1:69: cosum2iE o 10/28/2008 2:10: " : § R
CBSU Survey P {Aute) P

Read Survey (adm) N RS 1357 R
[y i P . {Auto)
Contact Us

RUNNING

in 10/28/2009 1:68: § chsum1 ’ N ! ; -
102813 |IM iy i M { o . z RUNNING

Varsinn 4 Bow 290

Job administration.
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BioHPC as a web service

Convenient user interfaces other than web forms, e.g. Excel
— Job submission with immediate results visualization / analysis

Incorporate HPC applications in automated analysis pipelines

— Especially important in the context of Next Generation
Sequencing pipelines

BioHPC resources available through Microsoft Biology Foundation
for command-line utilization
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Web service application example:
BioHPC Excel add-Iin

Home Insert Fage Layout Formulas Data Review View Developer Bioinformatics BioHPC Tools

* Login E# ﬁ F* EiL el
@ Log out ¥ & & i PrEiEHfd'

Show Select Select
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Bookl - Microsoft Excel
Home Insert Page Layout Formulas Data Review View Developer Bioinformatics BioHPC Toals HPC Services

7 Login # b, = o
Srogont | A BE Pt
Show Select Select

Jobs =) )

Login Jobs/Output||Se Analysis| | Population Genetics| | MSR Bio

K22 - fe
A

g5 SubmitMdiv

Welcome to MDIV submission form

2w e w N e

Joh Name:
my_MDIV_job

InputFile: o
C:\Users'b2559 Documents'tst\MDTV_websvchinfileC i Browse

Model:
Infintte Stes Model

Length of Markoy Chain Max Scaled Migration Rate
2000000 10
Burn-in Steps Max Scaled Divergence Time

500000

Max Theta
{0 or automaticinitiali

an
44 > b | Sheetl . Sheet? - Sheet3

0] ], 2009 (=) +
¢ 1@ Fe 13rem
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Bookd - Microsoft Excel

Home Insert Page Layout Formulas Data Review View Developer Bioinformatics BioHPC Tools HPC Services
* Login (R =8 i
(&} Log out il A& Féi!ifd'
Show Select Select Select
Jobs ) i =

Lagin Jobs/Qutput| Seguence Analysis| Population Genetics| MSR Biomedical
Al - I
A

BioHPC Jobs Summary

Show 10 |5 mostrecentjobs running application Mo

(LR NENEE. ST R SR N

submitted after  Saturday . January 01,2000 E*  sndbefore Tuesday . October 13,2008 [+

ShowlRefresh Jobs
Selectjob from hist below: Selectfiles from list below:

Job ID Job Name Status Submitted Started Ending/Ended Timeout File Name

93910  mdiv_job FINISHED 8/20/2009 11:0... 8/20/2009 11:1... 8/20/2009 11:1... 1440 infile. tet

88951  mdiv_job FINISHED /712009 6:05:... 7/7/2009 6:05:... 7/9/2009 4:25. . 1440 out

88950  mdiv_job MAINTENANCE ~ 7/7/2009 5:39...  7/7/2009 5:39..  7/9/2009 4:25. . 1440 oulfile. txt

88948  mdiv_job CANCELED 7I712009 5:10:... 7772009 5:34: . 7/7/2009 5:39:... 1440

81650 BBBB CANCELED 5/11/2009 6:19... 5/11/2009 6:19... 5/11/2009 6:20... 7200

81648  mdiv_job CANCELED 5/11/2009 6:03... 5/11/2009 6:03... 5/11/2009 6:30... 7200 Browse For Folder
AAAAA CANCELED 5/11/2009 6-00 _ 5/11/2009 6-00 _ 5/11/2009 6-07

Select Output Directory

Show outputfiles for selectedjob | | Import outputinto Excel or Download Selected Files 5QL Server Management Studio Express »
tst
Messages: Rin NFT_tet

Selected job: 93910 BLAST _webswc

Control number: 846700561 Epitome_websve
Aplication: MDIV pitame.

heattest
HMMER_webswvc
IPRSCAN_websvc
MDIV_websve
SFS_tst

squashed

Make MNew Folder |

4an
W 4 » M| Sheetl .~ Sheet? . Sheet3
Ready | 23
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She
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0.29
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Next Generation Sequencing and BioHPC

There are a few LIMS-like systems available for next generation sequencing,
but none has HPC bio computing implemented and none uses Windows
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Next Generation Sequencing @ BioHPC

 Data management

Run Manager: connects to the sequencing facility and automatically detects
finished sequencing runs for which base calling has been completed. It then
configures the run in BioHPC database and sends an invitation to the facility manager
to approve the results for distribution to users. Once approved, the results (read files)
are asynchronously transferred to BioHPC file server and catalogued there for further
use. Once the transfer is complete, all users assigned to distributed lanes are
automatically notified by an e-mail message containing download links.

Lane Browser: allows users to browse their sequencing read files (lllumina
lanes) catalogued at BioHPC. The browser displays lane annotation information and
allows the file owner to grant additional users access to a file. Read files obtained
outside of the Cornell sequencing facility can also be uploaded and catalogued at
BioHPC.
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Next Generation Sequencing @ BioHPC

» Data analysis

Reference Manager: allows users to upload and catalogue reference genome
files and annotation files needed in downstream data analysis.

Pipeline Manager (under development): allows users to construct and run
various analysis pipelines using sequencing reads and reference files stored at
BioHPC as input. While default parameters are provided, steps of each pipeline will be
individually configurable by a user. Users interface with pipeline manager using our
specially constructed web interface or using a web service layer. Computationally
intensive steps run on clusters linked to BioHPC.

The web service interface will allow pipelines to be controlled from any client
application, such as the MBF platform or the lllumina Genome Studio, or Trident
scientific workflow workbench.
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http://cbsuapps.tc.cornell.edu/Sequencing/runmanager.aspx

File Edit View Favorites Tools Help

¢ A | @ RunManager

Next-Gen @ BioHPC

[ Logout RUN MANAGER

Home This page lists all runs configured in the system. Use the Create New Run button to configure a new run. To sort the data by a certain column, click on that column’s header. To
 Run Manager | Manager filter the data, supply templates (all usual wildcards work) and click Apply Filters. To configure lane information for a run, click on that run’s entry in the Run 1D column_

Lane Browser
Reference Mgt Create new run

Change password Filter data by
Reset password Cell name: * Directory: * Users: ~ Apply Filters

BioHPC i@ CBSU — = o —
contact CBSU M EI Page 2 of 4 H w Go to page | 2

Entry Entry

Created | Changed Users

Run Name Elowcell Name Directory

okv2@comell.edu
dataldisk2/dnasenices100218_HWI- omsimotolamsmo ol el edy
100218_HWI- 1AABAAKK EAS83_0004_614ABAAXData/C1-86_Firecrest] 6.0_23-02- ot | 2od01 L‘ﬂm‘“ m
Rl e DOy I(
EASE3_0004_B14ABAAKK 2010_dnasenices/Bustard1 6.0_23-02- ey et —'—g—g Y — =\|wa
2010_dnasenices/GERALD_25-02-2010_dnasenices e @DC‘EFH 2 :'du

tis11@comell.edu
smb31@comell.edu
@comell.edu

[data/diskS/dnasenices/100211_HWUSI-
EAS690_0001_B17TTKAAXX/Data/Intensities/BaseCalls/GERALD_25- | 11:22:01
02-2010_dnasenices AM

100211_HWUSI-
EASB90_0001_B17TTKAAXX

cwtb@cormell.edu
clo5@cornell edu
tisT1@cormell edu

[data/diskd/dnasenices/100210_HWI- 2/25/2010 2/25/2010 |pasd8@cornell.edu
613V2AM0 EAS339_0001_613V2AAXX/Data/Intensities/BaseCalls/GERALD_23- | 10:31:22 | 11:41:59 | cwib@corr
02-2010_dnasenices AM AM  |itis11@con

iv2@comell.edu

Errrr—
/data/disk3/dnasenices 100211 HWI- 21142010 212412010 22003 @med.comell edy

100211_HWI- pas48@comell.edu
- ALK ALK/ Data J /GERA - 14 51
EASE3 0002 5100DAAXK 6100D EASB83_0002_6100D. DatalIntensities/BaseCalls/GERALD_14- | 10:14:23 | 1:51:15 cmm225@comel.edu
- - 02-2010_dnasenices Al PM 7 A

ps27@cornell.ed
tis11@con

100210_HwI-
EAS339_0001_613V2AAXX

79
i

esk72@cornell edu
& Internet | Protected Mode: On H100%

Intercept finished sequencing runs and configure them in BioHPC data
manager.
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New Illumina run 100312 HWI-EA5339_0008_61GI3AAX configured with RuniD 338 Message (HTML
Message Developer

i N L, e e W | (#mme | (
—‘éi‘l" _"/V;'l —iap x - / J_l M B/ oaiE D = Y? J_EIREIE’EEU" $?I

Reply Reply Forward | Delete Moveto Create Other Block Categorize | Follow | Mark as Send to
to Al Folder~ Rule Ations~ || Sender - Up~ |Unread || ki Select~ OneNote
H{espond ACtIons Junk E-mail Uotions Find Unehote

ohpo@cac. cormnell, edu Sent:  Wed 371/ 2010 9:82 AM
James Van Ee; pas4e@cornell.edu; tis11@cornel.edu; Robert Bu<owski; Robert Bakowski

Mew HMuming man 100312 HWI-EASZ39_0005_61 GJ53AAXK confligured wilh RunlD 33
New [lumina rmn 100312 HWI-EAS339 0008 _61GI3AAXTX has been configured with BicHPC RunID 33.

Verify all information and schedule the mun for distribution

Notify sequencing facility administrators about the new results to be approved
for distribution to users.
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http://cbsuapps.tc.cornell.edu/Sequencing/runmanager.aspx?runid=33 “ ‘ “7| ~ I Live Search

File Edit View Favorites Tools Help

& Run Manager M
é 9

% v B v &= v [ Page v ) Tools »
Log out EDIT RUN 33
Home

M Extract flowcell name and machine run name from directory string

Lane Browser
Reference Mgt Run 1D Run Name Flowcell Name Control Lane Entry Created Entry Changed
33 100312_HWI-EAS339_0008_61GJ3AAXK B1GJIAAKK 8 3/17/2010 9:41:47 AM||3/18/2010 9:28:52 AM

Change passwaord
Reset password Location: /data/disk3/dnasenices/100312_HWI-EAS339_0008_61GJ3AAXK/Data/Intensities/BaseCalls/GERALD_17-03-2010_dnasenices

BioHPC @ CBSU
contact CBSU Lane info:

Clear
Users

- upon
(check box to remove upon submission) submission

Type Sample Name Prefilter Status

r286@comell.edu @ set as owner
Standard —Add user from list— | 10214774
Add users by e-mail:
r286@cornell.edu @ set as owner
Standard —-Add user from list-—- 10214774
Add users by e-mail:
r286@cornell.edu @ set as owner
Standard —-Add user from list-—- 10214774
Add users by e-mail:
wnm1@comell.edu @ set as owner
Standard —-Add user from list-—- ! 10216342
Add users by e-mail:
12434@comell edu @ set as owner
Standard mel2 sim2 yak?2 ana2 processing(zip) —-Add user from list— . 10216484
Add users by e-mail:
samantha.brooks@cornell.edu @ set as owner
Standard Pooled samples approved —Add user from list— | 10216429
Add users by e-mail:

ac3d7@comnell edu @ set as owner
Standard Pooled samples approved —Add user from list— ! 10216609

Add users by e-mail:

runmanager.aspx’runid=33 & Internet | Protected Mode: On H100% ~

Approval page for sequencing facility. Transfer (asynchronous) to BioHPC will start
after a lane status is changed to approved.
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& http:/fcbsuapps.tc.cornell.edu/Sequencing/lanebrowser.aspx

- ‘ 6,| 53 I Live Search

File
W

Edit View Favorites Tools Help

(@ Lane Browser

>
|zr Page v {( Tools ~

Log out

S T
_ Run Manager |
_ Lane Browser |
_ Reference Mgt |

Change password
Reset password

BioHPC @ CBSU
contact CBSU

http://cbsuapps.tc.comell.edu/resetpass.aspx

BROWSE ALL LANES

This is a list of all lanes configured in the system. To sort results, click on a column header. To filter results, supply templates (all usual wildcards apply) and click Apply Filters. Clicking
on an entry in Run 1D column will open the run manager utility, where the lane information can be configured. To download files for a lane, click on the link (files) underneath the LanelD.
For assistance with download of multiple files in batch mode. use the Make download script button.

Make download script Register new lane

("check” all lanes you want to include in a download script and click button above) (use this option only if you want to manually upload a lane from outside of the CLC sequencing facility)

Filter data by

Users:

Gotopage |1

Status: Al *  Sample name: Apply Filters

ElE‘PageWoHUElEl

Sample

Annotations
Name

Run Name Lane#| Type Status

Parameter This Lane Ctrl Lane
Length unknown unknown
Clusters_raw 18.8M  27.6M
Clusters_PF 11.9M 16.8M

100312_HWI-EAS339_0008_61GJ3IAAXX Standard r286@cornell.edu (owner) 10214774

Parameter This Lane Ctrl Lane
Length unknown unknown
Clusters_raw 18.7M 27.6M
Clusters_PF 14.4M 16.8M

100312_HWI-EAS339_0003_61GJ3AAXX Standard r286@cornell.edu (owner) 10214774

Parameter This Lane Ctrl Lane
Length unknown  unknown
Clusters_raw 25.2M 27.6M
Clusters_PF 20.0M 16.8M

100312_HWI-EAS339_0008_61GJ3AAXX Standard ready r286@cornell.edu (owner) 10214774

processing

100312_HWI-EAS339_0008_61GJ3IAAKX .
— - — (transit)

Standard V-1 — NO ANNOTATIONS — wnmi@comell edu (owner) 10216342

mel2
sim2
yak2
ana2

Standard Pooled
samples

Pooled
samples

Phix.
Par
Var

100312_HWI-EAS339_0008_61GJ3AAXX Standard pmg’ﬁ'”g — MO ANNOTATIONS — 12434@comell.edu (owner) 10216484

samantha brooks@cornell edu

100312_HWI-EAS339_0008_61GJ3IAAKX
— - — (owner)

approved - NO ANNOTATIONS — 10216429

100312_HWI-EAS339_0008_61GJ3AAXK Standard approved - NO ANNOTATIONS — ac347@comell edu (owner) 10216609

PhiX
Standard
Standard

— MO ANNOTATIONS — NA
10214774

cormnell.edu (owner) 10214774
& Internet | Protected Mode: On

100312_HWI-EAS339_0008_61GJ3AAXX
100312_HWI_EAS339_0008_61GJ3AAKX
100312_HWI_EAS339_0008_B1GJ3IAAKX]

pending tis11@comell edu {owner)
-— NO ANNOTATIONS — r286i@

— MO ANNOTATIONS — r286(@

pending comell.edu (owner)

pending

Main administration page for lanes. Users can only manage their own data.
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100312 W ¢ {774 f Sample Fa

Message Develoger

Y T : - g ) = S || 3 Find F .,
S A | x | g iy B safe Lists - - K/ -
N v ; ; - : A Rebted~ || 37 Once data files are
Recly Reply Forward | Delete Mcveto Create Other Block Categorize Follow Mark as 5znd 1o

tn Al Falder~ Rule Artions = || Sender = lip™ lnead || W Selec~ CineMate

Ferpurnid Adivi Junik E-mai Opluny = Find Onehlule tran Sferred userS Obtaln
biohpc@cac. cornel .edu Sert: Thu 3/18/2010 %:45 AM
To: jr2ss@cornell.edu

e James Van Ee; pas48@cornell.edu; tjis11@cornell. edu; Robert Bukowski I I n kS to d OWn | Oad th e m N

Subject: [BioHPC]: CLC Tlumina Genome Analyzer Results: 100312_HWI-EAS339_0008_61GISAAKK / Order: 10214774 / Sample: Par

The sequencing result for sample "Par” (lane 1 from run 100312_HWI-EAS339 0008_61GJ3AAXX) has been registered with the CBSU file
manager as Lane 191. The files are ready for pickup using the following link:

http:/chbsuapps.tc.comell edu/Sequencing/showseqfile.aspx "Tmode=outlist&rentrll=1758691306&laneid=191

This and other sequencing results may also be retrieved using the following methods

+ From the Order Status/Results section of the CLC web site (https:/cores lifesciences.comell edu/userdev)
+ TFrom the BioHPC Next Generation Data Anlysis site it Computational Biology Service Unit [CBSU)
(hitpu/cbsuapps.te.comell. zdu/Sequencing/seqmain aspx). To learn how to access the BiollPC site please szc the explenation below.

About BioHPC:

The BioHPC Next Generation Sequencing Data Analvsis site allows users to access the results of Illumina sequencing runs performed on their behalf
by the Scquencing Facility at Comell CLC. Read files obtained outside of this facility can also be catalogucd and stored here. In the fature, usas
will alsn he ahle to npload and manage reference ganome and annotatien files and nm varions analysis pipelines involving read and raference filas
stored and catalogued at CESU. To access the site, navigate to

http//chsuapps tc.comell edu/Sequencing/szqmain aspx

and log in nsing yonr e-mail address F286/@ com=ll edn aslagin TT) and yonr BionHPC passwerd Please nate that your seconnt and passward at
BioHPC are separate from vour account at the CLC sequencing facility. If you do not vet know your BioHPC password or if vou need to reset ir,
goto

hup:/'chsuapps.tc.comell. edwieserpass.aspxTuserid=jr2 §6/i@ comell. edu

If vou would like to use the BioHPC site but are not vet registered, contact CBSU at http //chsuapps tc.comell edu/contactus aspx.

File Formats and Data:

Data are distributed as gzipped "fastq" formatted files generated from the Illumina Genome Analyzer Analysis Pipeline. Unfiltered data in llumina
".qseq" format or other intermediate data from the pipeline and data collection process are available by special arrangement with the CLC

(dna services@comell edu). Special data handling may result in additional processing fees.

Data Retention Policy:

Data distributed through the BioHI'C web sitcis available for 30 days (oncc analysis pipclines become operational, retention time may be catended
for lanes nvolved in celculations). After 30 days, the data mav be reposted subject to a service fee. The CLC maintains an archive of all sequencing
data, hewever, we cannol guarantee the availability of data aflter the initial disuibution. Customers are responsible for retrieving and storing theic
data safely. CLC and BioHPC cannot serve as a backup or archive.

More Information:
Life Sciencz Core Laboratores Center (CLC): http:/cores lifesciences.comell edu
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Bgfile - Internet Explorer provided by Dell

& http://cbhsuapps.tc.cornell.edu/Sequencing/showseqfile.aspximode=outlistBlcntrl=1251963929 &laneid=192 bl e S
File Edit View Favorites Tools Help

on & showSeqfile

Sequencing results for sample "Var"

Parameter Value
Run Name: 100312_HWI-EAS339_0008_61GJ3AAXX
Lane#: 2
Analysis Software: RTA 1.6.32.0
Sample Name: Var

Parameter This Lane Ctrl Lane
Length unknown unknown
Clusters_raw 18.7TM 27.6M
Clusters PF 14.4M 16.8M

Order#: 10214774
Expiration Date:  4/18/2010

Lane Annotations:

Files will be available for download until 4/18/2010 (20 days left)

File Size
(click to download) [bytes]
10214774 61GI3AAKK s 2 sequence txt gz 868,121,294 ad454becbeel3eb258c73f0ec023035a78

MD5 sum

Prefer to download multiple files in batch mode?
Use Lane Browser at BioHPC Next Generation Data Anlysis site to generate a download script.

& Internet | Protected Mode: On + 100%

User data download page.

-
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Problems

* HPC basic profile / JSDL limitations in Windows
Server 2008 HPC

Only limited subset of commands and controls is implemented in the
native HPC Basic Profile service. Need to develop BioHPC web service
to control HPC scheduler.

« SUA and porting
Porting applications to Windows environment and convincing original
authors to keep them updated on Windows is still a challenge. SUA only
supported 32 bit development, severely limiting memory usage — same
with Cygwin. Direct native porting not an efficient choice for rapidly
changing, not yet established software. Experimenting with MINGW 64
bit environment.
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Progress to date summary

 Fully functional HPC computational biology application suite offering 37
applications, resource integration and management available as open
source.

 Very popular service — massively utilized by Cornell and external users

* Web service access implemented for several applications, will be
available for all suitable applications by the end of this year

* Integration with MBF via web services and Excel client implementation
IS In progress for several applications. Extensive participation in MBF
development and testing.

» Fully implemented next generation sequencing data manager with
asynchronous data transfer from sequencing facility and data
distribution to users




EF=—=\ Cornell Uni rsity

e Computational Biology Applications Suite
o0 fOr High Performance Computing (BioHPC)

Future effort and directions

Keeping up to date with new developments in bio computing:
applications and algorithm/software updates, especially in next
generation sequencing

Better integration with MBF, especially regarding data management
Integrating with commercial applications (llumina, Real Time Genomics)

Full implementation of next generation sequencing pipeline manager as
web form, web services integrated into MBF, and available as Trident
workflows

Support for Azure cloud — will allow users to install and use BioHPC
locally and utilize Azure as a remote HPC resource

Improved internal maintenance tools (external authentication, better
user group management, improved asynchronous data transfer)
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Computational Biology Service Unit

Cornell core facility for computational
biology and bioinformatics

Part of Cornell Life Sciences Core Facilities Center

Provides bioinformatics and computational support for biological research at
Cornell and beyond by means of research collaborations, consultations, software

development and more.

Qi Sun Jaroslaw Pillardy (director) Chris Myers
Lalit Ponnala Robert Bukowski

Stefan Stefanov Mary Howard
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Many thanks for Microsoft Research
for support that allowed us to
to develop our own local computing solutions

Into a tool that can help others.

Without MSR BioHPC would be just a set of unorganized
Interface and admin tools useful only for us.







